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Abstract In this paper, we will address the issue of detecting small target in a color image from
the perspectives of both stability and saliency. First, we consider small target detection as a stable
region extraction problem. Several stability criteria are applied to generate a stability map, which
involves a set of locally stable regions derived from sequential boolean maps. Second, consid-
ering the local contrast of a small target and its surroundings, we obtain a saliency map by
comparing the color vector of each pixel with its Gaussian blurred version. Finally, both the
stability and saliency maps are integrated in a pixel-wise multiplication manner for removing
false alarms. In addition, we introduce a set of integration models by combining several existing
stability and saliency methods, and use them to indicate the validity of the proposed framework.
Experimental results show that our model adapts to target size variations and performs favorably
in terms of precision, recall and F-measure on three challenging datasets.

Keywords Small target detection - Stable region - Visual saliency - Color image

1 Introduction

Small target detection plays an important role in many computer vision tasks, including early
warning system, remote sensing and visual tracking. Different from conventional object
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recognition and detection in natural scenes, small targets usually lack high-level appearance
features and semantic patterns due to the long imaging distance. In many cases, small targets
are immersed in sea clutter and cloud clutter. Several factors such as sensor noise, size
variations and artificial interference make the problem more challenging.

Over the past decades, numerous detection models aiming at small infrared targets have
been proposed, whose strategies can be divided into three main categories: target enhancement
[26], background suppression [4], and figure-ground segregation [7, 13, 17]. With the advan-
tage of simultaneously enhancing target signal and suppressing background clutter, the third
category of methods usually exploits different contrast techniques to model the problem. In
computer vision, the contrast mechanisms, including local center-surround difference and
global rarity, are closely related to human visual perception and widely used in bottom-up
saliency detection models. Since visual saliency which stemmed from psychological science
has attracted more attention [1-3, 9, 12, 16, 22, 24, 25, 27], some saliency map based methods
are also proposed in recent years [14, 15, 20].

However, we focus on small target detection in a color image rather than infrared image.
For one thing, compared with sequential detection, single frame detection is more suitable for
fast changing backgrounds and inconsistent targets [10]. For another, although the visible
spectrum is a rather narrow portion of the whole electromagnetic spectrum, the visual band is
the most familiar in all human activities [11] and often used in conjunction with infrared
imaging in many multispectral vision tasks [6]. Studies of small target detection in the visual
band may extend the relevant techniques to more general cases, and offer some complemen-
tary solutions to the existing infrared target detection methods.

Compared with infrared small targets, the small targets obtained in the visual band usually
have smaller intensity values. But if we are shown two examples of the small targets obtained
in the visual and infrared bands individually, we will find somewhat similar features between
them. Intuitively, both of them are connected foreground components, which have some
desirable properties as follows: 1) spot-like shape, 2) small entropy, 3) nearly uniform
intensity, and 4) local center-surround contrast with their neighbors. These intrinsic properties
imply two important pieces of information, i.e., an ideal small target is locally stable, as well as
locally salient. Thus our research mainly focuses on two issues: “how to measure stability” and
“how to detect saliency”.

Two classical works are closely correlated with the above mentioned issues. Relevance to
stability is a new type of affinely invariant region namely “Maximally Stable Extremal
Region” (MSER) introduced in [18]. The MSER is a local part of the gray-scale input where
its binarization is stable over a range of thresholds. However, due to the absence of optimal
thresholds, there may exist multiple stable thresholds for some certain parts of input image.
Besides false alarms, these redundant patterns need to be removed in the post-processing stage.

For the second issue related to saliency, Achanta et al. [3] propose a Frequency-Tuned (FT)
method which considers globally rare color features and tends to emphasize large salient
objects. In a color image, however, the color and luminance properties of small targets are not
always globally rare, thereby preventing them from distinctly popping out. In order to remove
the noisy results caused by such confusion, we need more sophisticated techniques to refine
the saliency value of each target region. Furthermore, the variations of the target size make it
even trickier to choose the appropriate thresholds for target segmentation.

Mainly inspired by [3, 18], we propose a novel model in this paper for extracting locally
stable and salient regions from a color image. This model will be called “RSS” in the following
sections. By exploiting four regional structure metrics, a stability extractor is designed to
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produce a stability map consisting of a set of small target proposals. Meanwhile, a saliency
detector is presented to generate the saliency map by suppressing the low frequencies for the
likely small targets pop-out. All of the small target proposals then compete for entire saliency
amongst themselves by a simple integration of the above two maps, so that only the relatively
salient regions are retained. We will demonstrate the validity and adaptability of this integrated
model, which yields the performance improvement with higher precision and recall.

The main contributions of this work include:

1. We propose an algorithm to detect stable regions for an individual image, which generates
more accurate target proposals.

2. An improved local contrast mechanism is proposed for pixel-level saliency detection,
which simultaneously highlights small salient regions and suppresses uniform patterns.

3. We present a simple integration technique by combining stability and saliency maps
instead of just using a single one in isolation, which achieves more favorable results.

4. We provide a benchmark database containing three datasets (totally 1,093 images) for

small target detection. For each image, the database provides the pixel-wise ground truth.
We also provide our MATLAB code for evaluating detection results on this database.

This paper is organized as follows. In Section 2, we present the small target detection model
combining regional stability and saliency. In Section 3, we discuss experimental details, evalu-
ation measures and results. Conclusions and possible extensions are presented in Section 4.

2 The Proposed Approach

2.1 General Framework

As shown in Fig. 1, our RSS model contains two separate parts: a stability extractor that
proposes stable regions, and a saliency detector that gives each candidate region a saliency
score. It is closely related to the intrinsic properties of small targets, explaining human visual

observation strategies.

Part 1 Visual input is provided in the form of color image (Fig. 1a), and is converted to the gray-
scale intensity image (Fig. 1b) due to no color variations inside a small target. Considering inner
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Fig. 1 Framework of the proposed RSS model
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smoothness and intensity homogeneity, we exploit five structure descriptors to construct all
potential target proposals (Fig. 1c). Hierarchical region analysis is further applied to filter out
the erroneous results (Fig. 1d), and generate the final stability map My (Fig. le).

Part II We transform the RGB input (Fig. 1a) into the Lab color space (Fig. 1f) and apply a
Gaussian blurred kernel on three color channels (Fig. 1g) to extract saliency information. Our
aim is to judge the important parts of the entire scene automatically. As a result, we produce a
full resolution saliency map M, (Fig. 1h) which represents the conspicuity at each location and
guides the proposals selection.

Combination The two maps Mzand M, are fed, in a simple pixel-wise multiplication M7 -
M, manner, into a master feature map M (Fig. 1i), which topographically codes for local
stability and conspicuity over the entire scene. Then, the average saliency of each target
proposal is computed, such that only the proposals whose saliency values exceed the average
value of all proposals (Fig. 1j) are retained. Figure 1k shows the detected target by using the
thresholding value, with 0.1625, the average value of three candidate regions.

2.2 Regional Stability

In a subimage containing one small target, it is reasonable to conclude that the target image
whose pixels tend to distribute uniformly, will have an appearance of high homogeneity and
will not exhibit a large variety of gray tones. Similarly, the rest of the subimage which could be
considered the background, also has a small change of intensities. In addition, from the
rudimentary aspect of human vision system, humans can focus attention on target region of
interest and detect such target, depending mainly on its contrast to the nearby area. Since there
are two dominant modes with sufficient contrast in a subimage window, a typical way to
extract the small target from its surrounds is to choose an optimal threshold for separating these
two clumps. In this case, Otsu’s method [19] is optimum, in the sense that it computes a
threshold maximizing the between-class variance.

However, it is important to note that the key challenges are how to subdivide the input
image and how to obtain the meaningful subimage windows we need automatically. In fact,
the aforementioned subimage window is essentially a center-surround block. There exist
numerous multi-size blocks having similar pattern in the entire image area, but most of them
are false alarms. In practical scenarios, there are seldom adaptive constraints to help the
detector filter out these false alarms, especially in some applications where accuracy is an
important factor. Furthermore, for a specific small target, there also exist multiple subimages
with various window sizes that result in different thresholds obtained by using Otsu’s method.
Although any of these thresholds sometimes seems to perform quite well, we are still faced
with an intractable problem of how to determine which one is more suitable. Considering the
variability of small targets involved, the choice of window size will have a material impact on
the performance of the detection system.

In the proposed model, we tackle the issue of the optimal size of a subimage window as
finding the smallest rectangle containing the candidate target region, which should satisfy the
stability constraints based on certain structure attributes. Consider the gray-scale subimage
shown in Fig. 2b whose values are between 0 and 255, both the small target and the
background are nearly uniform. Figure 2c shows a set of binary masks by inversing and
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Fig. 2 Demonstration of the stability of a small target

thresholding Fig. 2b from 64 to 120 with a step size of 4. Note that although the white region
corresponding to the local intensity minima grows gradually, the local binarization is virtually
unchanged over a limited range of thresholds. So we conclude from these observations that a
small target is a stable region in its local surrounds.

Based on the conclusion mentioned above, a two-stage detection algorithm, denoted as
“RSt”, is designed for computing five structure descriptors of each connected component and
measuring the stability in each cluster. Here, we introduce four comparisons of attribute values
to describe the similarity between two labeled regions u and v as follows, and all necessary
definitions are given in Table 1.

e area variation:

Dy (u,v) = [[ul=|v||. (1)
e center distance:
De(u,v) = ch—CV||2~ (2)
where || - || is the £>-norm.
e fill rate difference:
max(f,, /")
D =—Jwlvl
) = in(f, f,) ©
* aspect ratio difference:
max(a,,a,)
D = 4
a(w,) min(ay, a,) “)

Stage I We first segment and complement the gray-scale image G using a set of sequential
thresholds in the range 0 to 255 with a step size of 6. The output is a pool R of regions as

Table 1 Definitions used for measuring region similarity

boolean map / is a mapping /: O c Z2 — {0, 1}.

region » c O, each r is a connected foreground component, i.e. V (x,y) € 7: I(x,y) = 1 and the Euler number of
equals to 1. || =) /(x, y) indicates the number of pixels in 7.

centroid c is the center of mass of 7, ¢ is a vector [c,, ¢,] where ¢, = (X xI(x, y))/|r| and ¢, = (3 yI(x, y))/|r.

bounding box b denotes the smallest rectangle containing the region 7. b is defined by a vector [b,, b,, b,,, by],
where the upper left corner of 4 is in the form [b,, b,], and b,,, b, specify the width and height of b respectively.

fill rate f, defined as |r/(D,, * by,).

aspect ratio a is the width-to-height ratio of the region r, and is computed as b,,/b;,
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overlapping figure-ground segments, together with five structural descriptors as listed in
Table 1. Suppose the pool R consists of m regions {ry,...,7,}, we then use a clustering
technique based on the spatial relationships between regions to partition them into several
groups, by taking account of the constraint that the Euclidean distance of regional centroids
must not be greater than A, (see Alg. 1). It is motivated by the observation that each proper
small target has a set of similar segmentation results with adjacent coordinates of the centroids
over a limited range of sequential thresholds. The goal of clustering is to produce an over-
complete coverage of potential targets that belong to the same cluster, which could be further
used for measuring regional stability. In our experiments, we set:

g i) i) 5

where the subscripts of b indicate the width w and height /4 of the regions 7; and ; respectively.

Algorithm 1 Procedure for clustering regions

Input: set R of regions
Output: set S of clusters

Los =ik, S=1{s;} > initialization
2:  for eachregion 7; €R do
3 if Vs, ., e€S,3es, :Dc(r[,rj) <A, then
4 Sexist = Sexist I} > existing cluster
S: else
6: Spew =11}, S=8SU{s,,} > new cluster
7 end if
8:  end for

Suppose the spatial clustering algorithm produces # clusters, i.e., S= {sy, ..., s,,} where s;

denotes the & cluster. Due to the closely adjacent locations, all regions in each cluster could be
viewed as multiple representations for a certain target over the corresponding range of
thresholds. In fact, such regions are of interest since they share some homologous properties
with the notion of stability, we can readily evaluate these properties and obtain the optimal
subimage for this target.

Stage II In the second stage as shown in Alg. 2, regional comparisons of fill rate and aspect
ratio are first invoked for seeking the maximally stable target region r in each cluster s;. Here,
we directly consider the global minima of two functions Dy and D, for measurement, by which
we mean that the optimal pair of regions is more likely to leave the binary representation
unchanged and hence reflects the stability associated with a particular target. After two optimal
pairs of regions (r;, r;) and (7., ,,) are found, we select the largest region as the choice of r for
the purpose of accurate target representation. By using the bounding box of r, the optimal
subimage G, for s; can be extracted from the input gray-scale image G.

As discussed at the beginning of this subsection, we then compute the Otsu’s threshold
and use it to segment the target region r’ from the subimage G,. It should be noted that the
segmentation result may have multiple binary regions, our SEGMENT function only returns
one region which has the longest boundary, because we consider that any subimage G,
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contains only a unique small target, that is, all regions in each cluster s; are homologous as
mentioned before.

The next step is to investigate whether s subject to the constraint with regard to regional
area. In order to ensure that each resulting region is stable over at least a threshold interval 6,
we proceed to segment G, using two specified thresholds 1) and ¥, in the interval spanned by
6, and obtain two output regions in the same manner as r”. Finally, r” is rejected if the area
variation D, exceeds @,, otherwise it is added to the set Ry of stable regions.

Algorithm 2 Procedure for generating the set of stable regions

Input: gray-scale image G, andset S
Output: set R, of stable regions

I: R =0

2: for each cluster s, €S do

3: r=arg max |r]|

YEUT; T Tl
(7;,7;) =arg min D¢ (7,r;)
‘ 1. 1ESy ‘
where )
(r,,r,)=arg min D,(7,,r,)
T Ty €Sk

4: G, =EXTRACT(G,r)
5 ¥ =OTSU(G,)
6: r’ =SEGMENT(G,,?)
7: r” = SEGMENT(G,, %) >3 =09-5/2
8: r% =SEGMENT(G,,%,) >, =09+6/2
9: if D (r”,r*)<®, then

10: Ry =Ry u{r’}

11: end if

12:  end for

Obviously, the performance of the stable region extraction is typically associated with the
parameter &,, which is important and is case-sensitive with respect to the size of the small
target. Society of Photo-Optical Instrumentation Engineers defines a small target to have a
total spatial extent of less than 80 (9 x 9) pixels [7]. This classification includes: point source
targets, small extended targets, and clusters of point source targets and small extended targets
[23]. However, considering the variations of the target size, we express &, as a certain
percentage A, of the relationship ¢, between the regional areas of r’ and r+ (cf. Eq. (6)).
In the implementation of the proposed stability-based detection algorithm, we set the size of
the small target 7, =100 (10 x 10) to ensure that our algorithm adapts to the changes of the
target size in a wide range. In Section 3.2, we will discuss the influence of the two parameters
t, and A,

D, = A, (6)
where

o = [ LI D), i mine ],
T g, otherwise '
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Figure 3 shows the detection results by applying our stability-based algorithm (RSt) to
several video frames from three benchmark datasets. The stability map M7 is a binary image of
the same size as the input. The on pixels correspond to all of the stable regions in Rz and all
other pixels are off. In the first row of Fig. 3, we see that our algorithm successfully achieves
the initial objective of detecting the targets of different sizes.

The principal drawback of RSt is that there exist several other target regions which are the
false alarms. This is illustrated in Fig. 4, in which other two small regions stemming from the
clusters #93 and #96 are respectively obtained. Although such regions also satisfy our stability
criteria, they actually are erroneous results which will lead to the performance deterioration in
terms of the detection accuracy. Intuitively, with reference to the three subimages in the lower
left corner of Fig. 4c, humans prefer to focus attention on the first subimage due to high
contrast stimulus. As Fig. 4e shows, the average saliency values of three regions are 0.281, 0,
and 0.001 respectively. Thus the saliency of each stable region can be employed to remove the
latter two regions from the stability map M7 In the next subsection, an improved saliency map
generation method by exploiting local contrast mechanism is put forward.

2.3 Regional Saliency

Based on the principle of center-surround contrast, we directly define pixel-level saliency by
comparing the Lab color vector of each pixel with its Gaussian blurred version. This simple
process corresponds to the local difference of the center and surrounding color distributions. In
order to suppress the uniform patterns and detect small salient regions, a large filter scale
should be chosen for the Gaussian kernel. Consequently, we blur each channel of the Lab color
space by a Gaussian low-pass filter w of size 30 x 3¢ with the standard deviation o = min(W,
H)/o,, where Wand H indicate the width and height of the input image, and the parameter o
controls the strength of weighting. Unlike some elaborate filter methods, here we roughly set
the scale parameter of the Gaussian kernel instead of finding the optimal scale or exploiting
multi-scale fusion, because we focus only on the entire saliency of each candidate target rather
than strong details. Finally, the saliency map M, can be formulated as Eq. (7) and be further
normalized to the range [0, 1].

My = H(Lvavb)_(Lwawbw)Hz' (7)

where L, a,, and b, are the Gaussian blurred versions of , @ and b respectively.

=—|
#013 § 2 | #041 - | "
|

Fig. 3 Visual results of the proposed RSt algorithm
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Fig. 4 Principal drawback of the proposed RSt algorithm

Although most saliency methods are not specifically designed for detecting small targets,
some of them are suitable for this task. Li et al. think the SR method [12] can work well in
detecting small salient regions where the center-surround contrast is very strong [16]. Consid-
ering the salient regions of different sizes, they design the HFT method [16] for detecting both
large and small salient regions, which achieves the state-of-the-art performance.

In Fig. 5, we show the saliency maps produced by applying ten saliency methods to an
input frame from the first dataset. The proposed saliency method, denoted as “RSa”, correctly
detects the small blob of interest in the color image against other nine methods. An obvious
difference with them is the nature of our method which highlights the small salient region and
simultaneously suppresses the rest of the image. In Section 3.2, we will discuss the influence
of the parameter oy.

Although the proposed saliency method does a better job, there still exist two severe
drawbacks. This is illustrated with another example in Fig. 6. The first is that, the resulting
saliency map is a gray-scale intensity image, so we need to perform the thresholding operation
to get a binary segmentation for the task of target detection. Unfortunately, this also raises the

4747 8

i

a) 1nput (b) ground truth (©) AC (d ) ISS

> AR

© FT ) COV (¢) HFT

(i) SUN (j) RBD (k) SR () RSa

Fig. 5 Visual comparison of saliency maps. (a) input image, (b) ground truth, and saliency maps produced by
using (¢) Achanta et al. [2], (d) Achanta and Siisstrunk [1], (e) Achanta et al. [3], (f) E. Erdem and A. Erdem [9],
(g) Lietal. [16], (h) Yang et al. [22], (i) Zhang et al. [24], (j) Zhu et al. [27], (k) Hou and Zhang [12], and (1) our
RSa method
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(a) input (b) ground truth (c) saliency map M

(d) stability map M7 (e) feature map M (f) final result

Fig. 6 Two severe drawbacks of the proposed RSa method

question of how to choose one or more suitable thresholding values automatically as men-
tioned before. The second drawback stems from the detection mechanism of our computational
model. We evaluate the saliency of a local image region by using the contrast with respect to its
surrounding area, so the regions with strong center-surround difference will be assigned nearly
the same or higher saliency values. As Fig. 6¢ illustrates, the labeled elliptical area contains
several small salient regions. Obviously, all these regions are the false alarms and are also
difficult to be removed from the saliency map effectively.

As Fig. 6d shows, our solution to these problems is to invoke the stability map. Note that
there are no detected stable regions in the same position as labeled in Fig. 6¢, that is to say,
such salient regions do not satisfy our stability criteria. In addition, there is no need to consider
the thresholding of the saliency map, because we can exploit the entire saliency of each stable
region (cf. Fig. 6e) to automatically determine whether it should be retained.

3 Experiments
3.1 Experimental Setup

We present empirical evaluation and analysis of the proposed RSS model on three benchmark
datasets of different scenes with manually labeled ground truth. Some statistics and features of
these datasets are summarized in Table 2. Since both stability and saliency maps are computed
and combined to detect small targets in our model, the evaluation measures are divided into
three parts: 1) stability-based detection methods, 2) saliency methods, and 3) integration
models via combining the former two parts. In all experiments, we only detect the targets

Table 2 Description of three evaluation datasets

No. Background Images Features

1 Sky 805 Frames #001~#752: Single target; Frames #753~#805: No target
2 Sea-Sky 208 Single target

3% Ground 80 Single target

? Dataset 3 is available at http:/people.ee.ethz.ch/~dragonr/943/ [8], in which each image is shrunk to 20 % of
the original image size for the purpose of demonstration in our experiments
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which do not connect to the image boundary, and the target sizes are between 4 and 0.2 x W x
H where Wand H indicate the width and height of the input image.

In the first part, we evaluate our stability-based detection method (RSt) in comparison with
MSER [18]. For the MSER method, we directly extract the co-variant regions utilizing the
VL_MSER function of the VLFeat open source library [21]. The main parameters are
discussed in Section 3.2, and the statistical metrics and results are presented in Section 3.3.

In the second part, we compare the proposed saliency method (RSa) with nine state-of-the-art
methods including AC [2], MSS [1], FT [3], COV [9], HFT [16], GR [22], SUN [24], RBD [27],
and SR [12]. For these baseline methods, we run the C++ and MATLAB codes provided by Borji
et al. [5] to generate the saliency maps. The evaluation measures will be discussed in Section 3.3.

In the third part, we combine the stability-based and saliency-based methods via pixel-wise
multiplication as our RSS model, and evaluate these integration models in terms of precision,
recall, and F-measure in Section 3.3. The video demos of our model on three benchmark
datasets can be found in the project webpage: http://www.loujing.com/rss-small-target. We
demonstrate in the first video that our model works stably when the target size varies within a
large range. It should be noted that although each resulting demo is shown in the form of
video, all video files are created from the sequential frames in which each frame is obtained by
applying the proposed RSS model to the individual image.

3.2 Parameter Analysis

Three main parameters of the VL. MSER function are sample step J, minimum diversity d,,, of
region, and maximum variation v, (absolute stability score) of regions. For the proposed RSS
model, four parameters are involved in its implementation: target size #,, sample step 6,
threshold A,. of area variation, and weight o, of standard deviation of the Gaussian low-pass
filter. Figures 7 and 8 show the influence of these parameters on the F* scores on each dataset.
The black baseline, denoted as “Average”, is simply the average F' scores of all datasets. In the
next subsection, we will give the definition of F.

First, the sample step size & has a direct impact on the detection results. For MSER, the F'
scores start to drop significantly when ¢ is greater than 20, and for RSS, this threshold is 16.
Second, the parameters d,,,, v,,,, t;, and o have similar influence on all test datasets. Overall, the
F scores show a clear upward trend as the parameter values increase, and then start to drop
slightly when the parameter values exceed certain thresholds. For the saliency detection
module, our RSa method is not sensitive to the parameter o, on the datasets 1 and 2, but on
the third dataset, the F scores reach the peak when o, is equal to 16. Accordingly, we set § =

[~ Dataset 1 1
= Dataset 2
- Dataset 3
|=—=Average

0.9

0.8

0.7

[==Dataset 1 == Dataset 1
[~=Dataset 2| 0.2 == Dataset 2|

[~ Dataset 3| [~ Dataset 3|
06 [==Average [==Average

0
4 12 20 28 36 44 52 60 01 02 03 04 05 06 07 08 09 01 02 03 04 05 06 07 08 09
(a)o (byd, (©) Vi
Fig. 7 Parameter analysis of MSER
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Fig. 8 Parameter analysis of RSS

20, d,,=0.7, and v,, = 0.7 in the implementation of MSER. And for RSS, we set ,=100, § =
16, A,=0.2, and o,=16. Moreover, our RSS model only detects the regions with local
intensity minima, so the parameters DarkOnBright and BrightOnDark of the VL. MSER
function are set to 1 and 0 respectively.

3.3 Results

1)  Evaluation of Stability-Based Detection Methods: We evaluate our RSt method in com-
parison with MSER using the evaluation metric of detection rate (DR), which is defined as
the number of target regions overlaps. For each individual frame, Precision (P) is the ratio
of the number of successfully detected targets to the number of all detected targets, and
Recall (R) is the ratio of the number of successfully detected targets to the number of
ground truth targets. To combine precision and recall, a standard F-measure (F) is defined
as Eq. (8). In our experiments, a small target is considered as being detected if the following
criterion is satisfied. That is, the intersection of a detected target and the corresponding
ground truth is no less than 50 %. Then, the average values of precision, recall and F-
measure, denoted by P, R and F respectively, are obtained over the whole dataset.

2 X Precision x Recall

F-measure = — . (8)
Precision + Recall

As Table 3 shows, our RSt method achieves the highest recall scores on all datasets.
This means that the MSER method has the problem of missing targets. However, the RSt
method has lower precision scores especially on the third dataset, thereby decreasing the
values of F-measure. This is mainly caused by the existence of the false alarms. In
Section 2.2, we have thrown up this issue and introduced the saliency method to tackle
it. Furthermore, our RSt method does not detect the foreground regions which connect to
the image boundary, because we think this kind of regions is neither complete nor
connective. This mechanism results in that RSt misses the only one target in the #752

Table 3 Statistical comparison of stability-based detection methods (%)

Method Dataset 1 Dataset 2 Dataset 3 Average

P R

=
Bl

P P R F P R F

Bl

MSER [18] 953 98.0 962 954 971 960 994 100 996 967 984 972
RSt 899 993 924 906 100 935 51.0 100 645 77.1 99.8 834
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2)

Precision

frame of the first dataset. For MSER, we also invoke this detection mechanism to make a
fair comparison.

Evaluation of Saliency Methods: One of the most widely used metrics for saliency method
evaluation is the Precision-Recall metric. For a saliency map, we can convert it to a binary
mask B using a fixed threshold which varies from 0 to 255, and compute Precision (P)
and Recall (R) by comparing B with its ground truth A on each threshold:
_|BNA|

Precision = u, Recall =
Al

We also report the F-measure (F) metric which jointly considers precision and recall
with a non-negative weight

(1 + 52) X Precision X Recall

3> x Precision + Recall

Fy= (10)

where we also set 57=0.3 to emphasize the precision as suggested in [3].

The precision-recall and F-measure curves on three datasets are plotted in Fig. 9, and the
average scores of precision, recall and F-measure (i.e., P, R and F) are reported in Table 4.
Overall, our RSa method has the highest R scores on all the datasets, and outperforms all
other methods with large margins. On the datasets 2 and 3, we also obtain the highest F
scores. Besides, the AC method achieves close performance and performs slightly better
than our RSa method in terms of F on the first dataset. With regard to the precision metric,
the RSa method has no advantage due to our saliency detection mechanism. We emphasize
the detection of small salient regions, which leads to the weak responses to the slightly
bigger salient regions. In Sections 2.2 and 2.3, it has been pointed out that we employ RSa
to assist the stability-based method to remove the false alarms, and we only focus on the
roughly entire saliency of the candidate regions rather than strong details.

0.8 0.8

o
>
o
>

Precision
Precision

0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1 0 0.2 0.4
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Fig. 9 Precision-Recall (fop) and F-measure (bottom) curves of ten saliency methods on three datasets
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Table 4 Statistical comparison of saliency methods (%)

Method Dataset 1 Dataset 2 Dataset 3 Average
P R F P R F P R F P R F

AC [2] 483 60.8 427 403 61.7 362 416 089 1.12 434 411 267
MSS [1] 442 533 367 389 508 278 27.1 025 033 367 348 216
FT [3] 457 500 345 354 280 106 543 123 147 451 264 155
COV [9] 774 268 249 930 112 122 472 418 399 725 141 137
HFT[l6] 831 226 214 946 106 11.6 503 1.00 128 760 114 114
GR [22] 556 298 279 810 023 030 461 128 133 609 104 9.84
SUN[24] 87.1 125 143 856 124 120 533 040 052 753 846 892
RBD [27] 424 246 241 669 022 029 820 002 0.03 392 829 8.14
SR [12] 592 115 1.7 791 251 308 367 026 033 583 476 5.04
RSa 3.8  80.8 412 39.0 822 479 486 457 231 398 696 374

3) Evaluation of Integration Models: Based on the stability and saliency methods mentioned
before, we finally introduce a set of integration models which is generated in a pixel-wise
multiplication manner as our RSS model. For the purpose of demonstration, we select
three saliency methods including AC, FT, and HFT, and combine them with MSER and
RSt. The proposed RSa method is also employed with MSER for evaluation. For these
integration models, we still use the DR metric to compute the average scores of precision,
recall and F-measure as mentioned in Section 3.3, and the experimental setups follow in
Sections 2.1 and 3.3.

Among all the models shown in Table 5, our RSS model which combines RSt and RSa is
the highest performing model on the first two datasets. We also obtain the highest recall score
on the third dataset, while the models integrating MSER have higher precision performance
than ours. Overall, the evaluation results of these models mainly depend on the accuracy of the
stability-based methods. From Tables 3, 4 and 5, we can see the improvements of the precision

Table 5 Statistical comparison of integration models (%)

Model Dataset 1 Dataset 2 Dataset 3 Average
P R F P R F P R F P R F

MSER+AC 98.0 980 980 971 97.1 97.1 100 100 100 984 984 984
MSER+FT 98.0 980 980 971 971 97.1 100 100 100 984 984 984
MSER+HFT 98.0 980 980 971 971 97.1 988 988 988 98.0 98.0 98.0
MSER+RSa 98.0 980 980 97.1 971 97.1 100 100 100 984 984 984
RSt+AC 99.3 993 993 100 100 100 750 913 804 914 96.8 932
RSt+FT 99.3 993 993 98.6 99.0 987 835 100 89.0 93.8 994 956
RSt+HFT 99.2 993 992 100 100 100 513 588 538 835 86.0 843
RSS (RSt+RSa) 993 993 993 100 100 100 919 100 944 970 998 979
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#752
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(a) input (b) ground truth (c) stability map (d) saliency map (e) RSS

Fig. 10 Hard image cases of RSS in detection small targets

performances with the introduction of the saliency methods. This indicates the validity of the
proposed RSS model, which integrates the stability-based and saliency-based detection tech-
niques into a common framework, instead of just using a single one in isolation.

Although RSS has performed well in the experiments, it does fail in certain cases. Our RSS
model does not achieve the evaluation values of 100 % on the datasets 1 and 3. Except for the
only one target missed on the first dataset discussed in Section 3.3 (see the first row in Fig. 10),
the main problem is the existence of the false alarms. RSS could not satisfactorily remove the
erroneous stable regions with strong local-surround contrast for a “hard” image shown in the
second row in Fig. 10.

As mentioned in Section 2.1, RSS only retains the candidate regions whose saliency
values exceed the average of all stable regions. The issue of false alarms can be tackled by
changing this constraint to only retain one region having the maximum saliency value. But,
the modified version only works well on the image which contains a single small target.
When multiple small targets appear in a scene, it does fail due to the problem of missing
targets, which is often considered more serious than the issue of false alarms. Although
each image in the test datasets contains at most one target, we still use the original
constraint, considering the potential possibility for RSS to detect more than one target in
some specific application scenarios.

4 Conclusion

Throughout this paper, we have tackled the problem of small target detection in the visual
band. Considering the intrinsic properties of small targets, a novel model combining regional
stability and saliency is designed to help in figure-ground segregation. To validate the
effectiveness of the proposed framework, a set of integration models is introduced by
exploiting several existing methods. Experimental results show the performance improvement
of the proposed integration model in terms of precision and recall.

Although this work focuses on small target detection in a color image, the proposed model
is also suitable for detecting certain target which has nearly uniform intensity or color, e.g.,
infrared small target, and featureless object with intermediate size. In the future, we plan to
apply the proposed technique to detect infrared small target, or use it as a complementary
solution to the existing infrared target detection methods. We will test the proposed model in
more cluttered scenes and increase the performance speed of our detection system. In addition,
due to the lack of complex visual features, we plan to invoke more top-down cues (e.g., spot
shape and entropy) to solve the problem of false alarms.
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